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Abstract—BGP was initially created assuming by default that
all ASes are equal. Its policies and protocols, namely BGP,
evolved to accommodate a hierarchical Internet, allowing an
autonomous system more control over outgoing traffic than
incoming traffic. However, the modern Internet is flat, making
BGP asymmetrical. In particular, routing decisions are mostly
in the hands of traffic sources (i.e., content providers). This
leads to suboptimal routing decisions as traffic sources can only
estimate route capacity at the destination (i.e., ISP). In this
paper, we present the design of Unison, a system that allows
an ISP to jointly optimize its intra-domain routes and inter-
domain routes, in collaboration with content providers. Unison
provides the ISP operator and the neighbors of the ISP with an
abstraction ISP network in the form of a virtual switch. This
abstraction allows the content providers to program the virtual
switch with their requirements. It also allows the ISP to use that
information to optimize the overall performance of its network.
We show through extensive simulations that Unison can improve
ISP throughput by up to 30% through cooperation with content
providers. We also show that cooperation of content providers
only improves performance, even for non-cooperating content
providers (e.g., a single cooperating neighbour can improve ISP
throughput by up to 6%).

I. INTRODUCTION

BGP policies have evolved to accommodate a hierarchy
of Autonomous Systems (ASes) within the Internet. Policies,
agreed on through pair-wise contracts, determine the role of
an AS within the hierarchy. Mechanisms developed for BGP
allow for fine-grain control over how traffic exists an AS. Each
AS determines the next hop according to the policies agreed
on with that next hop. This approach to inter-AS routing is
feasible to manage under a hierarchical structure in which roles
are clear, and in turn who pays whom for carrying the traffic
is well established.

The modern Internet is flat; source ASes (i.e., content
providers) are connected directly to destination ASes (i.e.,
ISPs) [1]. Moreover, the source can be connected to the
destination through other transit ASes. Source ASes have the
flexibility to choose how to reach their destination but it
is not easy for destination ASes to control inbound traffic
[2]. This makes BGP highly asymmetrical. The asymmetry
is exacerbated by advancements in Software Defined Inter-
connects that make both decision making as well as decision
making frequency asymmetrical. For example, systems like
Egde Fabric [3] and Espresso [4], employed by Facebook
and Google, respectively, improve reaction time of content

providers to congestion as well as load balancing among
different inter-domain links. On the other hand, ISPs still have
to rely on typical, ineffective, standard BGP tools that take tens
of minutes to converge.

The asymmetry of Internet routing, along with the current
flat topology of the network, leave routing decisions largely
in the hand of content providers. This is not ideal for two
main reasons. First, content providers can only make decisions
based on their view of the network which is typically based
on estimates of capacity from the ISP entry point to the user
(e.g., relying on CDNs or Points of Presence physically closest
to the user). This is especially problematic in the presence of
congestion when an alternative entry point has to be selected
that does not have to be close geographically to the user [5].
The content provider can only estimate the characteristics of
the path inside the ISP carrying traffic from the alternative
entry point to the end user, which can be erroneous [6].
However, the ISP has the ground truth, making ISP selection
of alternative entry points more reliable.

Second, dynamic path selection by a content provider,
independent from the ISP, complicates fault attribution. In
particular, a user facing poor quality of experience of an
online service will typically blame the ISP, despite that the
problem can be caused by the content provider selecting a
longer or more congested path. This is a known source of
dispute between content providers and ISPs [7], [8], [9], [10],
[11]. This problem can be alleviated with better coordination
between ISPs and content providers. There has been attempts
to allow such exchange of information through brokers or
at Internet Exchange Points (IXPs) [12], [13], [14]. Broker-
based solutions are not scalable as they represent a centralized
Internet. IXP-based solutions (e.g., SDX [15]) provide a good
first step, however, their impact is limited to entry points
connected to a single IXP and do not specify how to operate
at the full scale of an ISP network.

In this paper, we present the design of Unison, a system that
allows an ISP to jointly optimize its intra-domain routes and
inter-domain routes, in collaboration with content providers
(§III). Unison’s design is based on the argument that deciding
which entry point traffic should take to reach a user is a deci-
sion that should be performed jointly by both the ISP and the
content provider. Our work is motivated by two observations:
1) measurements of interconnect congestion show that while
some entry points between a content provider and an ISP can
be congested several other entry points are uncongested across978-1-7281-2700-2/19/$31.00 2019 c© IEEE
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Fig. 1: Network context.

geographic regions (§II-C), and 2) the availability of software
defined interconnect systems at content providers makes it
feasible to coordinate between multiple networks and control
inter-domain traffic.

The basic idea of Unison is to provide the ISP operator
and the neighbors of the ISP with an abstraction of the ISP
network in the form of a virtual switch. This abstraction allows
the content providers to program the virtual switch with their
requirements. It also allows the ISP to use that information to
optimize the performance of its network. In addition, Unison
allows the ISP to provide hints to its neighbors, suggesting
alternative routes that can improve their performance. Unison
leverages recent advancements in SDN. In particular, Unison
makes use of SDN infrastructure at most modern ISPs [16],
[17] as well as the programmable Interconnects at content
providers [3], [4]. It also leverages SDX as a means to convert
a vSwitch configuration into OpenFlow and BGP rules. This
enables Unison to be a programmable platform that can be
used for multiple Inter-domain routing applications (e.g. load
balancing, or redirection through middleboxes).

We focus on the objective of maximizing throughput of
content provider traffic going through the ISP. In particular, we
are interested in the creation of a vSwitch abstraction from an
ISP topology (§IV). Then, we investigate how this abstraction
can be used to maximize the throughput of the ISP (§V). We
formulate the problem as an integer program. Through that
formulation, we investigate the the value of Unison in terms of
improving ISP throughput in case of congestion. We also show
the impact of non-cooperating content providers. Finally, we
present a simple heuristic for selecting which content providers
to approach for cooperation, if not all content providers can
be approached. Our evaluation of Unison is conducted through
simulations (§VI). We show that Unison can improve ISP
throughput by up to 30% through cooperation with content
providers. We also show that cooperation of content providers
only improves performance, even for non-cooperating content
providers (e.g., a single cooperating neighbour can improve
ISP throughput by up to 6%).

II. MOTIVATION AND BACKGROUND

A. Network Context

It has become increasingly important for content providers
(CPs) to reach consumers with low latency. One way this has
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Fig. 2: Example of two ASes connected through two links
(i.e., destination AS has two entry points).

been achieved is through direct peering between CP and ISP
networks. While this has helped, we believe it is necessary
in today’s demanding environment to also coordinate traffic
routing across this peering connection. Recent work provides
evidence that large CPs use peering links to carry majority of
the traffic to access ISPs [3], making this coordination essential
for the CP to achieve its reduced latency objective.

We consider a network similar to the schematic in Figure 1.
Multiple CPs are connected to an ISP, either directly at their
points of presence, or through transit autonomous systems. We
focus on the prevalent scenario where access ISPs connect
directly with CPs. The ISP network is composed of Ingress
Routers that receive traffic intended for users. Traffic is routed
through the ISP’s Core Network to Edge Networks that users
connect to directly (e.g., cellular edge). The Core Network and
Edge Network are connected through Border Routers. These
Border Routers deliver traffic to a large number of users. In this
paper, we are concerned with the problem of routing data from
Ingress Routers to Border Routers, as multiple such routes
can exist [4]. However, we assume that once traffic reaches a
Border Router, its path to the user is deterministic.

We assume that some or all participating networks rely
on programmable infrastructure to determine and configure
routes. These assumptions are increasingly becoming the real-
ity in the modern Internet as announced by ISPs [16], [17] and
CPs [3], [4]. We note that CP networks without programmable
infrastructure are able to handle routing suggestions from the
ISP using existing APIs, motivated by the promise of higher
throughput. Moreover, Unison does not require all CPs to
cooperate with the ISP. Our results show that Unison can
remain beneficial for the majority of CPs, even if only a subset
of them cooperate.

We do not make any assumptions about data placement,
as none is needed for our context. This is because our
interest is in cases where network congestion, rather than
physical distance, is the main bottleneck. Although ISP-CDN
collaboration allows for strategic placement of data and routing
optimization, which improves data delivery [18], [19], [20],
[21], we are interested in reducing congestion where some
links between the CP and the ISP are congested. Circumvent-
ing this congestion requires using a different entry point, that
can be in a different physical location. This scenario is typical
as we show later.

B. The need for Content Provider-ISP Cooperation

Internet Routing Asymmetry: Current Internet routing is
asymmetric because it gives traffic sources much more control
over route selection compared to traffic destinations. This



asymmetry is necessary to ensure traffic is routable in case
of conflicting preferences. For instance, consider the case in
Figure 2. Suppose the source AS prefers to send traffic over
Link 1. An irresolvable conflict would arise if the destination
AS prefers to receive the traffic over Link 2.

Current BGP mechanisms such as path prepending and
selective announcement are very limited in terms of their
expression of preference. In particular, an ISP can stop an-
nouncing certain prefixes through certain entry points, which
is an extreme approach and typically not preferred for redun-
dancy. The other available approach is path prepending which
does not provide clear preference between paths and does
not necessarily differentiate between CPs. Furthermore, these
approaches rely on BGP convergence which is known to be
slow, especially compared to Software Defined Interconnects.
The asymmetry problem can be mitigated through the use of
BGP communities that depend on cooperation between peering
partners, but BGP comminities tend to leak critical information
such as network topology hence is not an ideal solution [22].
We consider our solution as an argument against using BGP
communities.

Determining Best Path to End Users: Typically, CPs try
to route traffic to end users through the geographically closest
point of presence (i.e., entry point to the ISP). However, if that
entry point is congested, CPs can only guess which alternative
entry point to use. CPs do not have visibility into the ISP’s
network. This means that by selecting another entry point, CPs
cannot guarantee enough capacity from that entry point to the
end user. Selecting the best entry point can only be achieved
if the CPs cooperate with the ISP.

Attribution of Bad QoE: When end users face bad quality
of experience (QoE), it is natural for users to blame the ISP
[11]. Blaming the ISP implies that the ISP did not allocate
enough capacity for traffic to reach the user. However, this
does not necessarily have to be the case. It can be that the
entry point used by the CP is congested due to large traffic
volume from that CP. It can also be due to the CP choosing
an entry point that does not have the proper capacity in its
connection to the targeted users, while other entry points have
that needed capacity. It can also be the case that the CP’s
network is congested. This attribution is very hard to achieve
accurately and can be costly to the ISP if the CP unilaterally
moves traffic between entry points. For example, this unilateral
behavior can force the ISP to upgrade and increase the capacity
of parts of its network while the same outcome could have
been achieved by simply asking the CP to use a different entry
point.

C. Interdomain Congestion across ISP Entry Points

Our main hypothesis in developing Unison is that when
one point of entry to an ISP is congested, several other entry
points are not congested. This hypothesis is critical as it
implies the existence of the option to move traffic from the
congested entry point to another. Unison allows this decision
to be made by the ISP rather than the ISP’s neighbouring AS
because the ISP knows the best, or second best, entry point to
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Fig. 3: CDF showing likelihood of congestion at one or more
entry points.

reach its customers. We validate our hypothesis by examining
interdomain congestion data between a single ISP and three
CPs over a period of two years [23]. The data provides
measurements of latency over multiple links connecting the
ASes (i.e., egress-ingress router links in Figure 1). Links are
grouped based on location where every location captures a
single point of entry in our analysis. Each data point represent
the congestion status inferred from the latency over a period
of 24 hours. The congestion measurement method is based on
an intuition that if the latency to the far end of the link is
elevated but that to the near end is not, then it is highly likely
that the interdomain link is congested [24].

Figure 3 shows the CDF of simultaneously congested entry
points between Comcast and three CPs: Facebook, Google,
and Amazon. Each content provider AS is connected to the
ISP through at least twelve points of entry. The results validate
our hypothesis. It is not uncommon to have multiple links
congested at the same time while there are still links that have
available capacity. In particular, we find that in worst cases of
congestion there are 20.1%, 14.6%, 55.3% of the links are
congested at a certain data point for Facebook, Amazon, and
Google respectively. This means that there are at least seven
alternative entry points available even in the worst cases of
congestion. The objective of Unison is to allow the ISP to
help the CPs choose between the entry points.

III. UNISON OVERVIEW

Unison allows an ISP to expose a programmable interface
to other autonomous systems connected to it. Unison limits
the amount of information exchanged by only providing the
vSwitch abstraction which does not reveal information about
exact ISP topology, but provides some hints about capacity
in exchange for improving performance. In particular, an
AS can specify its preferred routing policies, which without
Unison it would enforce regardless of the state of the ISP.
Furthermore, the ISP can take into account the preferences
of ASes connected to it, as well as its own capacity, to send
hints back to neighbouring ASes suggesting better routes if
any. It is left up to the neighbouring ASes to use these hints,
thus preserving the distributed nature of the current Internet.
Unison performs these functions by configuring ISP inter-
domain and intra-domain routing simultaneously. Inter-domain
routes are configured based on the state of the ISP as well as
the routing preferences of its neighbouring ASes by providing
neighbouring ASes with hints on entry points for aggregates of
traffic that would optimize network performance. Intra-domain



routing is optimized by configuring capacity within the ISP
to accommodate demand from peer ASes. We leave further
anonymization of the hints to future research.

The insight we build on is that, given proper controller
infrastructure, BGP routers can be programmed dynamically
based on centrally made decisions to control inter-domain
routing at scale. This was demonstrated by software defined
Internet routing systems developed and deployed by CPs such
as Espresso by Google [4] and Edge Fabric by Facebook [3].
Unison also builds on systems that allow the realization of
a single policy from preferences set by multiple autonomous
systems developed for Internet Exchange Points (e.g., SDX
[15]). Unison is developed for an ISP setting which requires
interaction with peer ASes, as well as consolidating ISP
objectives and peer ASes objectives. The design of Unison
has two major components:
1) Overlay software defined control over BGP infrastructure,

à la Espresso, designed to control the Interconnect.
2) Cross-controller coordination and consolidation, à la SDX,

designed to handle coordination between the ISP and
ASes connected to it in order to reach a feasible resource
allocation.

We find that despite progress made in such systems from
the perspective of CPs and Internet exchange points, the ISP
perspective poses a set of new challenges and constraints. For
the rest of this section, we elaborate on these challenges as
well as give an overview of Unison.

A. Unison Design Goals

An access ISP can be connected with multiple CPs at
potentially multiple ingress points for each CP. Our goal is
to provide a way for ISPs to control the network taking into
account considerations from all CPs and users in addition
to its own network and business considerations. Although
Unison can be used to achieve a wide range of objectives, we
focus on the simple and natural objective of maximizing ISP
network throughput subject to weighted differential treatment
of different CPs. Hence, all CPs observe a less congested ISP
network, which is the main goal of CP-based solutions [4], [3].
Moreover, the ISP achieves higher utilization of its network
in addition to achieving its business obligations by providing
paying CPs more bandwidth. This approach is challenging and
has to be handled under a very strict set of constraints:
• Benefits both CPs and ISPs. ISPs have to balance many

CPs. Unison should improve ISP throughput while ensuring
weighted differential treatment of CPs. Our system should
also improve throughput of CPs within an ISP.

• Does not require CPs to cooperate. The benefits of Unison
should be achieved even if only a subset of CPs connecting
to an ISP agree to participate, without penalizing non-
participating ones.

• Limits information disclosure: ISPs will not be willing to
disclose detailed information such as network topology,
traffic load, and customer information, often considered
proprietary by ISPs, to third parties such as CPs.
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Fig. 4: Overview of Unison architecture.

B. Architecture Overview and Operation

Figure 4 shows the details of connectivity between an ISP
and a Content Provider (CP). Note that we focus on the
prevalent scenario where access ISPs connect directly with
CPs. However, our technique will work as long as we can
construct a traffic matrix that can be translated into a virtual
switch. Our approach works on a (src ip prefix, dst ip prefix)
granularity. Hence, it should tailor different negotiations to
different clients of the transit network. Unison operates in the
control plane of the ISP and provides an interface to CPs.
Unison has two main components: (i) a vSwitch Synthesizer
that creates and maintains the mapping between the vSwitch
abstraction and actual network equipment at the ISP, and (ii) a
vSwitch Controller that combines programs from CPs as well
as the ISP to generate vSwitch configurations. Unison also
requires minor changes in the controller of the CP network to
specify its policies as well as receive and take into account
hints from the ISP.

vSwitch Synthesizer: The main function of this component
is to convert the complex topology of an ISP’s network to a
simple vSwitch with well-defined input and output ports. It
also realizes high level programs of the vSwitch into actual
route configurations in network elements. These two functions
are the responsibility of the Mapper and Updater modules,
respectively. The vSwitch Synthesizer is inspired by recent
work in programmable inter-domain controllers introduced
by content providers [4], [3]. In particular, these recent ad-
vancements show that a central controller can make routing
decisions that reconfigure BGP routers either on per packet
basis [4] or per point-of-presence basis [3].

vSwitch Controller: This component is responsible for pro-
gramming the vSwitch as well as providing hints to neighbour
ASes. A vSwitch program is created by combining programs
from different neighbours of the ISP as well as the objective
from ISP. Each program from each neighbour AS specifies
its traffic demand as well as its routing preferences. Programs
are combined in the Program Consolidator. The combined
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Fig. 6: Influencing inbound traffic through hints.

program is fed to the Throughput Optimizer which generates
network configuration as well as hints to the neighbours of
the ISP. This component is inspired by recent advancements in
interconnect abstractions (e.g., SDX [15]). We leverage these
advancements to allow the neighbours of an ISP to indicate
to the ISP how they prefer their work to be routed. Similar
to SDX virtual switch abstraction, our proposed approach
allows for dynamic allocation of IPs within the virtual switch,
allowing for capturing of the complex dynamic topology.

This architecture captures a generic Unison that can be
programmed to perform a wide variety of functions, depending
on the programs provided by the CPs. However, in this paper
we focus on the case of maximizing ISP throughput where
CP programs only provide demand as a function of the input
and output ports of the vSwitch. We note that challenges in
building components such as the Program Consolidator and
the Updater have been addressed in SDX. In particular, SDX
combines and joins policies from multiple participating ASes
to program a virtual switch abstraction of an IXP. Then, it con-
verts such combined program into BGP and OpenFlow rules.
In the paper, we focus on the two components highlighted in
Figure 4: the Mapper and the Throughput Optimizer.

IV. UNISON VSWITCH MAPPER

The function of the Mapper is to convert the compli-
cated topology of the ISP into a vSwitch. In particular, the
Mapper aims at identifying the input and output ports of

the vSwitch. This is particularly challenging when taking
scalability into account. In particular, a vSwitch defined by
individual ports on individual routers in the ISP topology will
lead to an intractably large vSwitch. To handle the TE problem
that considers millions of egress flows destined to hundreds
thousands of external IP prefixes, recent work [25] proposes
a hierarchical framework for ISP network. The framework
divides a global optimization problem into sub-problems, each
of which is assigned to a child worker so the computation
can be accelerated through parallelism. Our mapper, provides
an alternative for ISPs who are not capable or not willing
to build such a hierarchy framework. To insure scalability,
the ISP simplifies its network by representing it as a traffic
matrix where each element is an aggregate flow. An aggregate
flow is defined by an entry point to the ISP from a specific
CP to a group of users. The entry point for an aggregate
flow pair is easy to define, and is fixed. The function of
the Mapper is mostly concerned with grouping users which
are typically represented by an IP-prefix. We take a greedy
approach, starting to de-aggregate flows from the entry points
with a predefined value for the maximum number of flows
we can handle. We consider boundary routers the same as
the entry points so we have one aggregate flow for each
entry point. Then we look at the routers that are directly
connected with the boundary routers and consider them as
new boundary router. We keep doing this until the number
of aggregated flows exceeds the threshold. To that end, we
divide the ISP’s network into “core” and an “edge” networks.
Boundary Routers (b-routers) separate the ISP’s core from the
edge. Unison is concerned with routing CP data within the
core network only, representing the core network by vSwitch.
End users are aggregated such that data flow to and from
the users is routed to a single b-router. The division of core
from edge network is determined by the ISP. The closer the
b-routers are to the users, the more effective Unison will be in
controlling individual user performance but the large the scale
of the problem Unison solves.

Realization of the aggregate flow can be achieved through
existing tunneling techniques, such as MPLS, GRE, and VPNs,



or emerging SDN approaches based on flow space allocation
[26]. An example of the mapping function is shown Figure
5. In the figure I1 and I2 are ISP ingress routers connected
directly with the CP network. e1 to e4 are b-routers connecting
the core and edge networks. Traffic demands from each ingress
router to each user are shown in the left side of the figure. The
aggregate flows are shown in one column of the traffic matrix
resulting from the mapping process.

For Unison efficiency, the traffic matrix, which is the output
of the mapper, has to be relatively fixed. This means that traffic
from a specific CP to a group of users has to go through
the same entry point. This is achieved by the Hint Generator
which communicates to CPs to fix traffic going to a specific
user IP prefix to a specific entry point. This feature is already
supported by SDX for inbound traffic engineering. For ISPs
that are not connected with SDX, we discuss other alternatives.
Figure 6 demonstrates an examples of such process, which
announces nonoverlaping prefixes to different interconnection
links, to inform CPs of the suggested inter-domain traffic
metrics. Some configuration is required between CP and ISP
(e.g., disabling route damping). Figure 6a shows the situation
before the update takes place. There are four flows, each with a
size of 10 units, destined to a1, a2, b1, b2 respectively. Ingress
router in1 announces IP address of a1 and a2, and ingress
router in2 announces IP address of b1 and b2. To shift traffic
from the left peering link to the right peering link, the ISP
could announce IP address a2 at ingress router in2 instead of
at in1. Although this approach is easy to deploy, it reduces the
network resilience and may lead to routing table explosion. An
alternative approach is to use AS path prepending or MEDs.
For the example shown in Figure 6, the ISP could announce
IP address of a2 at both ingress router in1 and in2 but with a
shorter AS path or a smaller MEDs value in the announcement
from in2. To generate the router-level BGP configuration from
high-level BGP policies, ISPs may use an BGP synthesizer
[27], which takes as input the routing policies and generates
Quagga router configurations.

One possible concern of dynamically changing BGP entries
is that unstable routes may cause unexpected interactions
among multiple nodes in a large network [28], [29]. One
possible solution is to use Root Cause Notification (RCN),
shown in recent work [29] to effectively eliminate false sup-
pression and undesirable timer interactions. Further, although
our design expects the ISP to trigger the monitoring and
optimizing periodically (e.g., every few minutes), the ISPs
are not obliged to change the routing every time when the
Optimizer module generates a new inter-domain routing. The
ISP may change the inter-domain routing only when the new
routing can significantly improve the throughput.

V. UNISON THROUGHPUT OPTIMIZER

Unison provides the neighbor ASes of an ISP with a virtual
switch abstraction connecting the neighbour AS to customers
of the ISP. This abstraction allows the ISP as well as its
neighbours to program the virtual switch to implement dif-
ferent inter-domain applications. We focus on the application

of maximizing the total throughput of the ISP (i.e., the number
of bits per second delivered from the ISP entry points to
the ISP customers). With arguments still raging aroung Net
Neutrality in the US [30], we propose a framework that can
be tuned to provide a neutral or biased ISP. In particular,
we look at throughput optimization with weighted fairness
constraints, assigning different weights in the lack of net
neutrality regulations and equal weights otherwise.

The optimization problem that runs at the Optimizer is
critical to the performance of the system. The Optimizer
module takes as input elements a network topology (ingress
routers, core network and b-routers as shown in the previ-
ous section), a traffic matrix that represents the demand for
each CP from each ingress location to/from each of the b-
routers, the pre-defined CPs’ behavior (i.e., participating or
non-participating) stated in the agreement between CPs and
ISPs, and the link capacity constraints. These constraints are
translated into decision variables for an optimization solver
[31], [32] . Table I summarizes our notation.

A. Traffic Matrix

For the intra-domain traffic matrix, we define intraTMi,i′

as the volume of traffic that enters the ISP network at
ingress point i and exits at b-router point i′. We use this
intra-domain traffic matrix for traffic from non-participating
CPs. For participating CPs, an inter-domain traffic matrix
is constructed by summing the intra-domain traffic matrices
for each b-router point. For a network with two ingress
points i and j, and two b-router points i′ and j′, given the
intra-domain matrix intraTMi,i′ , intraTMi,j′ , intraTMj,i′ ,
intraTMj,j′ , the elements of the inter-domain matrices are
constructed as interTMk,i′ = intraTMi,i′ + intraTMj,i′

and interTMk,j′ = intraTMi,j′ + intraTMj,j′ .
Non-cooperating Neighbours: Unison can also handle

cases when neighbouring ASes do not provide their traffic
demand or accept the hints provided by the Hint Genera-
tor. In particular, the traffic matrix can be inferred through
monitoring. Recent work [33] shows that it is possible to
monitor network traffic for any prefix within an ISP network
within milliseconds. The proposed approach does not require
modification on current vendor hardware and is easy to de-
ploy. Furthermore, to fix the aggregate flow pairs, the ISP
can leveraging the existing BGP mechanisms like selective
announcements or prepending. We show the impact of non-
cooperating neighbours on performance in Section VI.
B. Feasibility and Weighted Fairness

We model the ISP network (ingress routers, core network
and b-routers) as a directed graph G = (V,E), where V is
the set of routers and E is the set of links that connect the
routers. Assume there are CPs competing for resources, each
CP requesting resources for ni aggregate flows (e.g., in Figure
5 the CP is requesting resources for 8 aggregate flows). We
define I as the set of CPs and M as the set of aggregate
flows among all CPs. We use di,m to represent the bandwidth
demand from the ith CP for aggregate flow m and use ri, m to
express the rate allocated to aggregate flow m for the ith CP.



Variable Description
G(V,E) network with V routers and E links
ce capacity of edge e in E
I a set of CPs
M a set of aggregate flows
J a set of paths
T a set of aggregate flows that cannot receive a higher allocated

bandwidth
ti,m allocated bandwidth to aggregate flow m for CP i in T
bj,e is edge e contained in path j; binary
di,m bandwidth demand from CP i on aggregate flow m
ri,m,j bandwidth allocated to flows from CP i on aggregate flow m

over path j
ri,m bandwidth allocated to flows from CP i on aggregate flow m
ni number of aggregate flows for CP i
wi,m weight of aggregate flow m for CP i
wi weight of CP i
CPSati satisfaction of CP i
bl lower bound of allocated bandwidth
bh upper bound of allocated bandwidth

TABLE I: List of Notation

We use ri,m, j to express the rate allocated to flows from ith

CP on aggregate flow m over path j. The ISP takes as input
the CP’s bandwidth requests for aggregate flows (i.e., di,m)
as well as the topology capacity, and generates allocations for
each aggregate flow (i.e., ri,m).

Feasibility: An allocation policy is feasible if no link
capacity is exceeded. The upper limit of a feasible solution
can be found by solving the following optimization:

maximize
∑
i

∑
m

∑
j

ri,m,j

subject to
∑
j

ri,m,j ≤ di,m,∀m ∈M,∀i ∈ I∑
i

∑
m

∑
j

ri,m,j × bj,e ≤ ce,∀e ∈ E

bj,e ∈ {0, 1}, ri,m,j � 0,∀j ∈ J

(1)

bj,e is the binary variable on whether path j contains edge e
and ce is capacity of edge e. There is no fairness constraint
on this optimization, so the result may assign high bandwidth
to aggregate flows from to a few CPs and completely starve
the others in an effort to maximize the total throughput.

Weighted Fairness In addition to being feasible, a band-
width allocation policy should also be fair. Fair bandwidth
allocation to flows has been extensively studied in the past
[34]. Demirci et al. [35] studied how to extend these fairness
definitions to multiple overlay networks instantiated on one
substrate. Kleinberg et al. [36] take routing into consideration
and prove the problem is NP-hard. In this section, we present
a definition for fair allocation among multiple CPs.

We define a weighted fairness index (WFI) to evaluate the
fairness of a bandwidth allocation policy in a multi-CP-setting.
We define normalized weight of aggregate flows as follows:

wi,m =
di,m∑

i

∑
m di,m∑
i ni

(2)

The weight of a aggregate flow is proportional to its demand
and is normalized by the average aggregate flow demand for

Algorithm 1 WBA: Weighted Bandwidth Allocation

Input: Traffic metrics di,m, a set of paths bj,e in
Output: Allocated rate ti,m out

1: wi,m ←
∑

i ni × di,m∑
i

∑
m di,m

, k ← dloga[
maxdi,m×wi,m

u
]e

2: T ← ∅
3: for n = 1...k do
4: for ri,m ∈ BMCF (an−1u, anu) do
5: if (i,m) /∈ T and ri,m ≤ min(di,m, anu × wi,m)

then
6: T ← T + (i,m), ti,m ← ri,m
7: end if
8: end for
9: end for

10: return ti,m : (i,m) ∈ T

all CPs. This insures that bandwidth allocations are positively
correlated with aggregate flow demands. As will be described
in the next section, we use these weights to insure the weighted
fairness of the allocation algorithm. The weight of a CP is
defined as the sum of the CP aggregate flow weights: wi =∑

m wi,m. We define CP satisfaction (CPSat) in the same
way as the network satisfaction metric (NetSat) in [35] with
CPSati denoting the satisfaction of CP i. The CPSat describes
how close the CP aggregate flow bandwidth allocation in the
presence of other CPs is to the allocation it would receive had
it been without competition. WFI is defined as the weighted
standard deviation of the CP satisfaction metrics across all CPs
sharing the resources of the ISP.

C. Bandwidth Allocation Algorithm

The brute force method to find the optimal routing is to
(i) enumerate all paths between every ingress node and b-
router node pair, and then (ii) apply max-min fair bandwidth
allocation algorithm to all possible path selections to find the
optimal selection that achieves the highest total rate. To make
the computation faster, we limit the possible paths to k shortest
paths instead of enumerating all paths between ingress and b-
router node pair. To further reduce the computation time, the
path generation process is performed offline. We expect valid
paths to change infrequently.

The max-min fairness bandwidth allocation algorithm com-
putes the allocation for each flow iteratively: maximizing
the minimal flow rate, freezing the minimal flows and then
repeating the steps for the second minimal flow. The com-
putation quickly becomes infeasible as the number and size
of a network grows. Inspired by SWAN approximate max-
min fairness heuristic [37], we use the Weighted Bandwidth
Allocation (WBA) algorithm shown in Algorithm 1. The
algorithm achieves weighted fairness between CPs by solv-
ing an optimization problem which we call Bounded MCF
(BMCF) in k steps. In every iteration, BMCF solves a multi-
commodity problem (MCF) problem that aims at maximizing∑

i

∑
m

∑
j ri,m,j , which is similar with optimization prob-

lem (1). The difference is that BMCF tries to achieve weighted



fairness among CPs, so in each iteration it puts a lower bound
and upper bound on rate allocated to each aggregate flow:

blwi,m ≤
∑
j

ri,m,j ≤ min(di,m, bhwi,m),∀(i,m) /∈ T (3)

bl = an−1u and bh = anu, which is passed by WBA in step
n (line 4). Aggregate flows with lower demands have smaller
weights, ending with fewer allocated rates. If an aggregate
flow is allocated with its full demand or it cannot receive
a higher allocation because of the link capacity constraints,
the aggregate flow is frozen and is removed from the next
round of computation. If every aggregate flow has the same
demand, this allocation is identical to max-min fair allocation.
Note that any changes in the traffic matrix require rerunning
the optimization problems. This overhead can be mitigated by
only recalculating routes for the affected parts of the network.
We leave such enhancements for future work.

VI. EVALUATION

In this section, we focus our evaluation efforts on exploring
how useful Unison can be under the limitations discussed in
§III-A. We show that Unison can provide improved throughput
and differential treatment between CPs while not harming
the performance of any CPs, even with limited number of
cooperating CPs. We also evaluate the impact of various
parameters and settings on the system’s performance. To
evaluate the performance of our design, we implement a proof-
of-concept Optimizer that calls the CPLEX solver through
its python API to solve the optimization problem described
earlier. We conduct simulations to study the performance of
our algorithm in realistic settings.

A. Experimental Setup

Topologies: We conduct experiments with a setting of one
ISP and twenty CPs. Each CP is connected with the ISP
in multiple interconnection nodes (i.e, ingress nodes) and
the number of inter-domain links ranges from 1 to 5. Our
simulation uses a variety of topologies from topology zoo [38]
for the ISP and CP network.

Traffic demand: We assume that there is one flow from
each CP source node to each ISP egress node. We consider
all nodes excluding egress points in CP topology as source
nodes and all nodes excluding ingress points in ISP topology
as egress nodes. We simulate the traffic demand using a gravity
model [39], which predicts that the traffic demand of a CP is
proportional to the corresponding node population.

Link capacity: In our simulation, inter-domain link capaci-
ties are drawn from distribution of congested interconnections
in recent work [3]. We generate the inter-domain link capacity
by multiplying the traffic demand with the fraction of con-
gestion shown in [3]. For the intra-domain link capacities,
we assume that all links in the ISP have the same capacity
and the link weights are assumed to be one. The value of
this capacity is calculated through the following steps. First,
we compute the routing with the default routing (i.e, OSPF)
for the ISP network and identify the link with the most
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Fig. 7: Throughput gain created by Unison compared to the
baseline over different ISP topologies.
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Fig. 8: Throughput gains comparing optimizing intra-domain
only and Unison.

traffic demand. Then we compute a capacity by multiplying
a congestion parameter with the demand carried in the most
heavily loaded link. The goal of this approach is guarantee that
a few links are congested. We also experimented with other
link capacity distributions (i.e., uniform random distribution)
and we observe that the results remain qualitatively similar.

Baseline: We use early-exit policy for the default routing.
The chosen interconnection is the one that is the closest to the
source. We assume that flows belong to the same aggregate
flow will be routed in the same way and will not be split
between multiple paths.

B. The Value of Unison

Value to ISP: We compare Unison to the baseline in
terms of the amount of traffic they can deliver from CPs to
end users. Figure 7 shows the throughput gain of Unison.
We assume all CPs are participating, i.e., agree to use the
new inter-domain routing as suggested by the ISP. It is clear
that Unison’s approach to jointly optimize inter-intra-domain
routing improves ISP throughput. We also note that topologies
with smaller average node degree improve more with Unison.
Compared to complex topologies, simple topologies have less
candidates paths between each ingress and egress node pair
and it is more likely that a few links are heavily used by a
large portion of paths. Therefore, changing the inter-domain
routing is effective at diminishing unbalanced link usage.

Value to CPs: To better understand the value of Unison,
we look at how increase in ISP throughput is viewed from
the CP. Figure 8 shows the performance gain in percentage.
We compare Unison to a baseline that attempts to optimize
network utilization through optimizing OSPF parameters only
(i.e., Optimizing intra-domain only). We observe that most CPs
achieve a much higher throughput gain when the ISP relies
on Unison compared to only optimizing intra-domain routing.



(a) Throughput gain (b) Weighted Fairness Index

Fig. 9: Comparison between WBA and MFC algorithm show-
ing minor throughput impact with weighted fairness.
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Fig. 10: OptAll v.s. only for OptPartial showing that non-
participating CPs enjoy a free ride of increased throughput in
OptAll as participating CPs while only participating CPs achieve
increased throughput in OptPartial.

This shows the value in the joint optimization of inter- and
intra-domain routing even from the perspective of CPs.

Value of jointly optimizing for weighted fairness and
throughput: To show the value of our proposed algorithm
WBA, we compare it to the multi-commodity flow (MCF)
algorithm. We compare the two algorithms on Sprint and
Abilene topology. Each ISP is connected to 20 CPs and
we change the number of participating CPs from 3 to 20.
Figures 9a and 9b show the total allocated bandwidth and the
weighted fairness index (WFI) respectively. For both of the
topologies, the WFI for the bandwidth allocation generated
by the WBA algorithm is lower (better) than that of the MCF
algorithm. The throughput gain for both algorithms almost
match with MCF performing negligibly better in some cases.
We also observe that the WFI achieved by the MCF algorithm
shows a decreasing trend as the number of participating CPs
increases. The main reason is that the MCF algorithm does
not enforce any constraints on the bandwidth assigned to each
aggregate flow and participating CPs have advantages over
non-participating CPs by adjusting the inter-domain routing.
As the number of participating CPs increases, the effect of
favorable treatment on a few CPs starts to diminish.
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Fig. 11: Impact of window size using in Unison on total ISP
throughput under dynamic traffic demand.
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C. Impact of CP participation

In the previous experiments, our algorithm optimizes the
inter-domain routing only for participating CPs and opti-
mizes the intra-domain traffic for both participating and non-
participating CPs. We call this approach Optimizing for All
(OptAll). An alternative approach is to not change any rout-
ing, including intra-domain routing and the allocated rate,
for non-participating CPs while optimizing both intra- and
inter-domain routing for participating CPs. We now compare
the performance of optimizing for all (OptAll) against opti-
mizing only for participating CPs (OptPartial). We conduct
four sets of experiments with different participating CPs and
non-participating CPs selection, but due to space limits we
only show results (Figure 10) for the experiment with 10
participating CPs and 10 non-participating CPs. Our result
shows that OptAll achieves a slightly higher ISP throughput
gain than OptPartial does. Compared with OptAll, OptPartial
achieves similar or higher throughput gain for participating
CPs. Non-participating CPs enjoy a free ride of increased
throughput in OptAll as participating CPs. This effect may
decrease CP’s motivation to participate if there are changes to
have throughput gain without participating.
D. Impact of environmental parameters

Impact of inaccurate prediction of dynamic traffic: In
our design, the Estimation module collects the current traffic
demand and uses it to estimate demand for a future window.
This estimation is the main source of error. This error in
demand prediction can cause under- or over-provisioning of
bandwidth to some aggregate flows. The value of the error
is a function of the estimation window size. To measure the
impact of errors in estimating the traffic demand, we conduct
an experiment with dynamic traffic. The traffic data is drawn
from recent measurement study on YouTube network traffic
at a campus network [40]. Figure 11 compares Unison with
different window sizes to the baseline routing scheme. Unison
adapts to changes when a small window size is used leading to
better throughput than the baseline. When a large window size



is used, Unison causes under-and over-provisioning frequently,
which makes the default routing more preferable. Note that the
window size depends on the frequency monitoring, mapping,
optimization, and update can be run.

Impact of the traffic granularity: Traffic granularity refers
to the level of traffic aggregation. In our baseline experiment,
we consider aggregating all traffic entering at an ISP ingress
router and routed to a b- router as an aggregate flow, and
flows in the same aggregate flow are not splittable. We expect
increasing the number aggregate flows per each ingress and
b-router pair should increase the total rate until the highest
rate has been achieved. Fig 12 shows the gap between the
achieved total rate and the optimal allocation. Unsurprisingly,
the computation time increases linearly as the number of
aggregate flows increases. However, this is not a big concern.
In most cases, we find that the throughput gain reaches its
largest value with aggregate flows numbers as low as 5.

VII. RELATED WORK

Centralized approach There are an increasing number
of proposals that suggest an inter-domain routing broker
to provide end-to-end guaranteed paths [12], [13], [14]. In
some of these proposals, ISPs provide QoS-enabled pathlets
[12], which are stitched together by a centralized mediator
called a service broker. The design requires that users submit
their requirements and service providers submit their topology
information to a service broker, who chooses the proper path
in each domain and stitches the paths together to form an
end-to-end path based on a global view of all participating
networks. While a centralized network provisioning approach
may optimize the inter-domain routing in an efficient way, the
system is difficult to scale. Other proposals show that Internet
exchange points (IXPs), the physical locations where multiple
networks connect to exchange traffic, provide an ideal location
to improve the existing routing system [15], [41]. Those
approaches build on recent technology trends of Software
Defined Networking (SDN) to utilize traffic-management ca-
pabilities and explore various use cases ranging from inbound
route selection to application-specific peering. In the SDX
approach [15], participants exchange BGP update messages
with the IXP route server, and the SDN controller combines
the SDN policy with the BGP routing information to compute
forwarding table entries in the IXP fabric. However, such
proposals do not provide control over all possible ingress paths
to an ISP as IXPs do not represent all possible connection
points between between ISPs and CPs [3].

Negotiation-based approach A few research studies have
explored the benefits of allowing neighboring domains to
collaboratively manage traffic [42], [43]. In these inter-domain
architectures, neighboring ISPs exchange information about
their traffic volume and preferred routes, and participate in
negotiations until they reach mutually acceptable routes. Ma-
hajan et al. [42] propose a negotiation-based routing frame-
work where neighboring ISPs exchange their preference for
inter-domain paths. Shrimali et al. [43] use the idea of multi-
criteria optimization and Nash bargaining to approach the

inter-domain routing problem. However, realizing ISP collab-
oration in practice is not straight-forward. The negotiation-
based approach requires clean-slate architectures and proto-
cols, which suffer from deployment challenges. Similar to the
centralized approach, having to disclose sensitive information
such as network structures and link capacities may prevent
ISPs from participating.

Distributed Routing Systems: Large CPs have already
taken initiatives to improve inter-domain routing aimed at
delivering high-volume traffic while improving user-perceived
performance [3], [4]. To tackle the limitations of BGP, Face-
book designed Edge Fabric, a system for optimizing routing
at the edge [4]. Edge Fabric monitors capacities and demand
for outgoing traffic, and enforces better route selection by
overriding the router’s normal BGP selection for outbound
traffic in Points of Presence (PoPs). Google takes a similar
approach, designing an edge architecture that delivers high-
demand traffic with low latency [3]. While Facebook only
optimizes routing in PoPs, Google’s architecture has a global
traffic engineering system that enables application-aware rout-
ing at Internet scale. Both systems use their already deployed
SDN infrastructure to dynamically change BGP entries.

ISP-CDN Collaboration: In order to improve the content
delivery efficiency, the collaboration of ISP and CDN has been
proposed. Jiang et al. [18] focus on the joint optimization
of TE in ISP and server selection in CDN. Poese et al.
[19] shows that server selection alone, without TE in ISP, is
sufficient enough to improve the content delivery. Another line
of work focus on mapping clients’ request to the closest CDN
clusters using DNS-based approach or SDN-based approach
[20], [21]. Our work focuses on reacting to variability in
network condition, which is different from previous ISP-CDN
collaboration that focus on content placement and routing.

VIII. CONCLUSION

In this paper we propose a framework to be deployed in
an access ISP network for joint inter-intra-domain routing.
We consider practical deployment issues and evaluate different
design choices. We develop a resource allocation strategy that
can be deployed by ISPs that maximizes the allocation to
the CPs within the ISP capacity constraints while insuring
fairness among CP allocations. Our evaluation shows that such
framework is beneficial to both CPs and ISPs, improving
total throughput of CPs within an ISP and improving ISP
throughput. We also show that the benefits of Unison can
be achieved even if only a subset of CPs connecting to
an ISP agree to participate. Future research is needed to
understand the economic model to establish such collaborative
relationship between content providers and ISPs. Recent work
[44], [45] shows that SDN has the potential of reducing
operational expense (OPEX) and capital expense (CAPEX),
especially the network operation cost, but the analysis should
be extended to consider the cost and benefit of collaboration.
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