
A Characterization of Route Variability
in LEO Satellite Networks

Vaibhav Bhosale, Ahmed Saeed, Ketan Bhardwaj, and Ada Gavrilovska

Georgia Institute of Technology
vbhosale6@gatech.edu,{asaeed,ketan.bhardwaj,ada}@cc.gatech.edu

Abstract. LEO satellite networks possess highly dynamic topologies, with
satellites moving at 27,000 km/hour to maintain their orbit. As satellites move,
the characteristics of the satellite network routes change, triggering rerouting
events. Frequent rerouting can cause poor performance for path-adaptive
algorithms (e.g., congestion control). In this paper, we provide a thorough
characterization of route variability in LEO satellite networks, focusing on
route churn and RTT variability. We show that high route churn is common,
with most paths used for less than half of their lifetime. With some paths used
for just a few seconds. This churn is also unnecessary with rerouting leading to
marginal gains in most cases (e.g., less than a 15% reduction in RTT). More-
over, we show that the high route churn is harmful to network utilization and
congestion control performance. By examining RTT variability, we find that
the smallest achievable RTT between two ground stations can increase by 2.5×
as satellites move in their orbits. We show that the magnitude of RTT variabil-
ity depends on the location of the communicating ground stations, exhibiting
a spatial structure. Finally, we show that adding more satellites, and providing
more routes between stations, does not necessarily reduce route variability.
Rather, constellation configuration (i.e., the number of orbits and their inclina-
tion) plays a more significant role. We hope that the findings of this study will
help with designing more robust routing algorithms for LEO satellite networks.

1 Introduction

Low Earth Orbit (LEO) Satellite networks are emerging as an essential part of the
future of global telecommunication, with pilot networks already in deployment and
more planned [8,10,11,15]. Satellites operating in a low Earth orbit provide low-latency
communication, making them superior to terrestrial networks in some scenarios [38,39].
At the same time, operating in low earth orbit inherently makes the satellite network
very dynamic, with satellites orbiting the Earth every 100 minutes to maintain their
orbits [3]. As a result, a satellite is only visible for a maximum of a few minutes to
any single ground station. The highly dynamic nature of LEO satellite constellations
introduces significant variability in the underlying network characteristics including
the topology of the network, leading to frequent changes in the path characteristics.

In this paper, we provide a thorough characterization of route variability, high-
lighting the benefits, downsides, causes, and potential remedies. We characterize the
variability in the lengths of paths (i.e., RTT variability) and the churn it creates in
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the paths (i.e., rerouting frequency). Route variability can negatively impact route-
adaptive algorithms (e.g., congestion control), and in turn the quality of experience of
network users. In addition, high route churn complicates traffic engineering decisions.
We posit that a deeper understanding of this variability can lead to better designs of
the network layer and transport layer algorithms, improving the performance of satel-
lite networks. We focus on networks equipped with inter-satellite links (ISLs), where
data travel through satellite hops between a pair of ground stations, as they provide
the lowest latency and constitute the future of LEO satellite networks [32,85]. We
look at three constellations, leveraging publicly-available information about satellite
constellations, using the Hypatia simulator [46]. Concretely, our study looks into the
following three aspects of route variability in LEO satellite networks.

First, we evaluate the pervasiveness of route churn and its impact (§4). We study
paths selected by the shortest-path routing algorithm (i.e., paths that were deemed the
shortest between two ground stations at some point during our simulation). We find
that 15% of paths selected by the routing algorithm are used for less than 10 seconds.
Further, we show that more than 50% of paths selected by the routing algorithm are
used for less than half of their lifetime. This high churn can be considered as it affords
the sender the lowest possible latency to the receiver, adopting the stance of “delay is
not an option” [38]. However, we observe that such rerouting decisions lead to less than
15% RTT reduction in 50% of the cases, highlighting that this high churn in routing
may be unnecessary for many applications. Further, we show that high variability
can be harmful, causing significant deterioration in the performance of path-adaptive
algorithms (e.g., congestion control algorithms). This negatively impacts the quality
of experience for end users. Moreover, we find that greedily minimizing path length
makes some paths hotspots with all traffic between a pair of cities flocking to them,
underutilizing network capacity and creating potential security vulnerabilities [34].

Second, we observe that the smallest achievable RTT between a pair of ground
stations can grow by up to 2.5× as satellites move in their orbits. Further, we found
that this RTT variability is predictable – it correlates with the location of ground
stations, exhibiting a spatial structure (§5). In particular, we find the variability to
be high only when the communicating ground stations are within 1500-3000km of
each other and the travel direction between them isn’t along any of the orbital planes.
To better understand this structure, we examine the building blocks of LEO satellite
network paths: Inter-Satellite Links (ISLs) and Ground-Satellite Links (GSLs). We
show that ISLs have stable properties that are not significantly affected by the motion
of satellites, with intra-orbit ISLs having much larger lengths and inter-orbit ISLs.
On the other hand, GSLs exhibit significant variability in their lifetime and length,
making them the main source of variability. Through this analysis, we show that
drastic changes in the building blocks of a route can significantly impact its length.
For example, replacing an intra-orbit ISL with an inter-orbit ISL can significantly
reduce the length of a route. Drastic changes are more likely if the travel direction
between the communicating ground stations is not along any of the orbital planes.
The impact of such changes is a function of the total path length (i.e., the longer the
path, the smaller the impact of a change in its building blocks). Thus, we conclude
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that this structure is determined by the relative position of the communicating pair
of ground stations (i.e., the distance and angle of travel between them).

Finally, we show that RTT variability does not necessarily decrease by increasing
the number of deployed satellites (i.e., by increasing path diversity) (§6). In particular,
we measure RTT variability in a constellation as we add orbital shells. Simply adding
orbital shells doesn’t reduce RTT variability, with variability depending on the exact
configuration of each shell (i.e., the number of satellites and orbits and the inclination of
orbits). To evaluate the impact of constellation configuration, we compare two Starlink
constellation configurations submitted to the FCC. We find that the more recent
configuration introduces more RTT variability than the abandoned configuration.

2 Background

We start with a brief discussion of relevant background on LEO satellite networks
needed to follow the rest of our study.

2.1 Overview of LEO Satellite Networks

Fig. 1: An illustration of the incli-
nation angles of the first, third and
fourth shells of the Starlink con-
stellation

A LEO satellite network or a constellation com-
prises thousands of satellites orbiting the Earth at
an altitude in the range of 200-1600 km [24]. Due
to their closeness to earth, LEO satellite networks
can provide low-latency communication, potentially
outperforming terrestrial networks [38,39]. Several
commercial LEO satellite networks have been an-
nounced, including SpaceX’s StarLink, Amazon’s
Kuiper, and OneWeb. LEO satellite networks have
already seen great demand with Starlink announc-
ing they are already playing a key role as a reli-
able medium of communication (e.g., providing one
of the most reliable means of communication in
Ukraine [79] and Iran [31]). LEO satellite networks are also being considered for
various purposes as part of the 3GPP’s standardization effort for non-terrestrial
networks (NTNs) [56]. Examples include StarLink’s broadband service [10], OneWeb’s
mobile backhaul [9] and the agreement between Verizon and Kuiper to build a
satellite-based backhaul for 5G networks [48]. Furthermore, LEO satellite networks
are also opening up newer avenues such as providing WiFi connectivity in airlines
and cruise ships [13, 58, 83] The projected success of the current reincarnation of
LEO satellite networks is driven by the reduced cost of building and launching such
satellites [4,22,25,59,62].

In a LEO satellite network, satellites are placed in a number of shells, each
consisting of a number of circular orbits or orbital planes at a constant altitude.
Orbital planes are characterized by their altitude (the height above sea level), and
their inclination angle (the angle at which they intersect the equator). An inclination
angle of 90o refers to a polar orbit. However, most of the current constellations have
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Altitude Inclination Orbits Satellites

550 53o 72 1584
540 53.2o 72 1584

Starlink 570 70o 36 720
560 97.6o 6 348
560 53o 4 172

630 51.9o 34 1156
Kuiper 610 42o 36 1296

590 33o 28 784

1015 98.8o 27 351
Telesat 1325 50.88o 40 1320

Table 1: Configurations of the three largest proposed constellations [50–52,70–73,77,78]. Note
that the configuration of StarLink’s network have changed compared to those mentioned
in a recent study [46], making all their orbits at an altitude of less than 600km, lowering
latency and increasing topology dynamics.

Laser ISLs

Radio GSLs

Terminals
Gateway

Elevation 
Angle

Fig. 2: An illustration of a LEO satellite network, showing the different types of links.

smaller inclination angles to provide greater coverage to densely populated areas [70].
Figure 1 shows an example with three different orbital planes, each at a different
inclination. Similar orbital planes are equally spaced to form an orbital shell. Table 1
highlights these parameters for three of the largest proposed constellations.

2.2 LEO Satellite Networks Topology

Satellites communicate with each other through laser-based Inter-Satellite Links
(ISLs) and communicate with ground stations using radio-based Ground-Satellite
Links (GSLs) that operate in the Ku/Ka bands. A ground station only communicates
with satellites that are visible above a certain elevation angle above the horizon,
limiting the time traveled by the wave in the earth’s atmosphere to ensure the quality
of the link. Figure 2 shows an illustration of a LEO satellite network.

The LEO satellite network topology is highly dynamic in nature owing to the
rapid motion of the satellites. A LEO satellite travels at about 27,000 km/hr to
maintain its orbit. Thus, a satellite is visible for a maximum of 10-12 minutes from
any point on earth. However, the satellite has to conform to the elevation angle
bounds required for communication, limiting the accessibility time to a maximum of
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4.5 minutes. The exact amount of time that a satellite remains visible from a ground
station depends on the altitude of the satellite. At a higher altitude, a satellite travels
at slightly slower speeds, increasing the duration of its visibility.

Currently, satellites do not rely on ISLs and use ground station gateways [5,6].
There have been some environmental concerns regarding laser-based ISLs, leading
to the initial batch of Starlink satellites being launched without ISLs [40]. However,
there have been recent launches of satellites with ISLs onboard, with more launches of
similar satellites planned [32]. The current plan for LEO satellite networks is to carry
traffic through ISLs to the ground station closest to the destination server [38,47].
Relying on ISLs yields high data rates and low latency, provides better resistance to
weather conditions and faces no regulations and a reduced risk of jamming [41,66].
Therefore, in this paper, we focus on ISL-based networks, where traffic is routed
through the satellite network from the source terminal closest to the sender to the
destination terminal closest to the receiver.

The 2018 FCC filings by Starlink indicate the presence of 4 silicon-carbide
communication components on every satellite [73], with recent work identifying them
to be used as ISLs [20,38,46]. ISLs can be dynamically configured to connect satellites,
allowing for the formation of many different topologies. The setup of an ISL can take
between a few tens of seconds [69] to about a minute [84], during which the link
cannot be used. The setup time for Starlink ISLs might be lower because the inter-
satellite distances are smaller in the Starlink constellation. However, link setup won’t be
instantaneous, greatly reducing the utility of these links if reconfiguration was frequent.
Hence, we assume static ISL configurations that require no ISL reconfiguration
operations. In particular, we assume that satellites are connected following the so-
called +Grid configuration where each satellite connects to two satellites in its own
orbit, and with one satellite in each of the adjacent orbits. This configuration has
been selected by the earlier work as the most likely configuration to be used in
practice [20,26,37,38,53,57,67,68,80,81].

The +Grid topology has many configurations, depending on how inter-orbit links
are formed. The configuration of inter-orbit ISLs depends on the phase shift of orbital
planes. The phase shift is a value between zero and one, determining the relative
motion of satellites in adjacent orbits. At zero, all satellites with the same index in all
orbital planes cross the equator at the same time. At one, satellite n in orbital plane
p crosses the equator at the same time as satellite n+1 in orbital plane p+1. We use
a phase shift of 0.5 as it very closely corresponds to the phase offset parameter used
by Starlink [74] and can potentially provide good coverage of the Earth by uniformly
distributing satellites in orbit [19]1.

Now consider how inter-orbit ISLs should be formed in the presence of a phase
shift between orbital planes. If a satellite is connected to its nearest neighbors in
adjacent orbits in the presence of phase shifts, the resulting topology will be an
inclined grid, providing poor east-west paths [38]. Alternatively, prior work [19,38,46]
has intuitively argued for a slight variation of the +Grid configuration where a satellite

1 Since the phase offset does not impact the stability of the GSL and ISL connections which
we show to be the major reason for route variability in satellite networks, our results in
this paper hold true for any chosen phase offset value.
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(a) The CDF for the ratio between the path lengths
achieved using our +Grid variation and the nearest-
neighbor +Grid
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(b) The CDF for the ratio between the highest and
lowest latencies observed for the two ISL variations.

Fig. 3: Characterizing the benefits of using the variation of +Grid over the nearest-neighbor
+Grid ISL configuration

connects with a nearest neighbor in one adjacent orbit and with a phase shifted
neighbor in the other orbit. This slight variation on the +Grid topology results in
shorter east-west paths. Path 2 in Figure 16 is an example of paths created by that
modified configuration. We verified this intuition with the following simulation study.
We explain our simulation setup in §3.

We ran a simulation of the two +Grid variations for 100 minutes using the top
100 cities worldwide as source-destination pairs (total 4950 pairs). We measure the
RTTs for all 4950 pairs every second to observe the variability inherent to the two
choices. We first look at the ratio of the latencies observed for the two different
variations at every second for all these source-destination pairs in Figure 3a. While
the nearest-neighbor +Grid configuration has shorter paths in more than 40% of
the scenarios, the maximum latency gain is just 43%. On the other hand, when the
nearest-neighbor +Grid configuration has longer paths, its paths can be more than 5
times longer. To better understand the performance of the nearest-neighbor +Grid
configuration, we look at the ratio of the maximum RTT and the minimum RTT
between every pair of cities during the course of our simulation (Figure 3b). We
observe that the nearest-neighbor +Grid configuration can have this ratio greater
than 7 compared to about 2.7 for the variation to +Grid we use. Based on this
simulation, we conclude that the nearest-neighbor +Grid configuration increases the
magnitude and variance of the lengths of paths. Thus, for the rest of this paper, we
use the +Grid variation employed in earlier work, leading to the configuration that
minimizes path length variability.

2.3 Routing in LEO Satellites

Routing and traffic engineering in LEO satellite networks as a problem has seen
a lot of interest over the past few decades. Earlier work has focused on providing
performance guarantees, identifying paths with low latency while balancing the load
between them. The typical approach is to adapt common traffic engineering techniques
for the LEO satellite networks. For example, a recent proposal uses equal-cost multi-
path (ECMP) techniques to distribute load between different paths, while also using
obstacle-avoiding rectilinear Steiner trees (OARSTs) to ensure individual links are
not overloaded [44]. Another proposal performs traffic splitting in a delay bound
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manner wherein a path is randomly chosen from a set of paths within a certain delay
bound of the shortest path while still favoring paths with lower latency [86]. Yet
another load balancing-based scheme allows a congested link to provide signals to
its neighbors to find alternate shortest paths that do not consist of the congested
link [76]. Another work proposes the use of multi-protocol label switching (MPLS) to
improve the quality of service in satellite networks by decoupling packet forwarding
from the information carried in the IP header and periodically distributing routing
information to the gateways [17]. Other recent work [38,39,46,60] has also focused on
using this idea of continuously computing the shortest path between destination pairs,
and updating routing rules accordingly. Another strategy, towards the same goal, was
to find the next hop moving toward the direction of the destination [42]. Satellite
networks can also be viewed as Mobile Adhoc Networks (MANETs) with a more
predictable structure. Variations of AODV [64] were proposed for satellite networks,
leveraging location information to minimize delay and delay jitter [63]. All proposed
algorithms covered in this brief survey rely on path length either primarily or partially
in selecting routes. Thus, in this paper, we focus on shortest path algorithms which
has also been the approach followed by similar studies [38,39,46].

3 Study Setup

Our study relies on simulations performed using the Hypatia framework [46] as the
starting point, augmenting it with additional emulators as needed for the purposes of
our study. We leverage Hypatia to generate the Two Line Element (TLE) information
for satellites, a standard representation for satellite orbits containing the satellite
identifier and orbit parameters [1]. Using that information, we are able to determine
the ISL and GSL connectivity to conform with all the necessary physical requirements.
Hypatia’s routing algorithm selects the shortest path between a pair of ground stations
every 100ms. We use an interval of 1s to accelerate our simulations.2 We use the
Cesium [7] (a javascript library for visualizing 3D data and structures) interface
provided by Hypatia to generate path visualizations. We do not use the packet-level
simulator provided by Hypatia. Instead, we feed the delay measurements collected from
Hypatia simulations into Mahimahi [61], a framework that enables running recorded
traffic under emulated network conditions, to emulate route variability. Further, we use
Pantheon [82], a platform developed for the evaluation and comparison of congestion
control algorithms, on top of Mahimahi, allowing us to use the real implementation
of all the studied transport layer algorithms. We use a modified version of Mahimahi
available at [16] which allows us to vary the RTT values.

We predominantly use the first shell of the Starlink constellation, as it is the main
fully-deployed constellation in practice. We also use the first shells from the Kuiper
and Telesat constellations to show that our conclusions hold across constellations. We
report our simulation results for a simulated period of 100 minutes for the Starlink
and Kuiper constellations and 110 minutes for the Telesat constellation. Our choice of
these intervals is because it allows us to capture the full orbit time of satellites in the

2 It is telling that we are still able to show the impact of frequent routing even with a
reduced frequency of route updates.
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studied constellations, where their orbit times are 96 minutes for Starlink, 97 minutes
for Kuiper, and 105 minutes for Telesat. We assume that the TLEs remain constant
for the duration of our simulations which fall in the range of 100-110 minutes. This
is a fairly reasonable assumption since the TLEs change every few days [2]. Most
of our results use the global 100 most populous cities as the ground stations and
consider all possible 4950 source-destination pairs. Prior work explicitly removed
source-destination pairs that are close to each other, to highlight the low latency
offered by satellite networks compared to terrestrial networks [20]. We include them
since we are concerned with the broader context where satellite networks are used
as the main communication infrastructure (e.g., in rural and disaster-affected areas).
All key parameters used in our study such as the configuration of satellites, GSLs,
the ISLs (discussed in §2) are based on publicly-available information in addition to
using a popular state-of-the-art SGP4 model [43] to predict the position of satellites
at every timestep of our simulation.

4 Route Churn is rife, unnecessary, and harmful

We start our study by assessing the extent and impact of route churn. We define
a route as a sequence of satellite hops connecting a specific pair of ground stations.
We define route churn as the change of routes (i.e., a change in one or more of the
satellite hops forming the route). Our study considers routes that were picked by the
shortest path routing algorithm (i.e., routes that were considered at some point the
shortest between a pair of ground stations). Our goal is to identify the scenarios in
which significant switching between paths occurs, the performance gains it leads to
(if any), and its downsides. We use path and route interchangeably.

4.1 Route Churn is rife

We measure path churn using the following two metrics:

– the lifetime of a path: the duration a path remains valid (i.e., usable), allowing two
specific communication ground stations to reach each other through the satellite
hops of that path, and

– the usage time of that path: the duration a path is chosen by a routing algorithm
to route traffic between the two communicating ground stations.

The lifetime of a path is determined by the topology dynamics. For instance, a
satellite can remain in view of a ground station for just a few minutes, putting a
cap on the lifetime of any single path. Thus, network dynamics naturally introduce
churn. However, churn can be exacerbated by the routing algorithm. Consider that
a routing algorithm ranks valid paths and picks the shortest path. As the topology
changes, the ranks can change, leading the routing algorithm to potentially change
its selected path, abandoning a valid path. Thus, a valid path might not be used for
all of its lifetime. Therefore, the usage time of a path is determined by the decisions
of the routing algorithm and the dynamics of the topology. Comparing the usage
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Fig. 4: The CDF of the usage time and lifetime
of paths for three different constellations

time and the lifetime of paths helps us
paint a picture of the amount of variabil-
ity in the path selection.

We look at paths used by all the
source-destination pairs from the top 100
cities in the first shells of the Starlink,
Kuiper and Telesat constellations. We
focus on the two metrics defined above
to identify any emerging patterns. Fig-
ure 4 shows the CDFs comparing the
two values for the three constellations.

Looking at the lower tail of the distri-
bution of the usage time, we observe that
15% and 20% of paths are used for less
than 10 seconds in Starlink and Kuiper,
respectively. This percentage is lower at
around 8% in Telesat because it operates
at a higher altitude, allowing satellites to
remain in view for longer periods of time.
Using paths for such a short duration
can be detrimental to path-adaptive al-
gorithms as we show later. The lifetime
of paths has much higher values with
the probability of the lifetime of a path
being less than ten seconds is less than
5% for all constellations. Thus, it can be
inferred that this volatility in path usage
is actually caused by the volatility of the
ranks assigned to paths. We also analyze the relationship between the usage time
and the lifetime of paths. In particular, we compute the ratio between the usage time
and the lifetime for all studied paths (Figure 5). The figure shows that for the three
constellations, at least 50% of the paths are used for less than half of their lifetime.

4.2 Is route churn necessary?
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Fig. 5: The CDF for the ratio between the
lifetime of a path and its usage time

The results shown in Figure 5 are for
paths that are considered the shortest
path between two ground stations at
some point during their lifetime (i.e.,
their length/latency is not only accept-
able but it’s the best possible for some
duration of time). This observation drove
us to question the value of such high
churn in paths. In other words, we try
to answer the question: is it necessary to
switch between paths at a high frequency?
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(a) The CDF for the ratio between the shortest
path length and the longest path length for a
pair of ground stations, highlighting that for 70%
of them abandoning a path yields a maximum of
25% reduction in latency.
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(b) The CDF for the ratio between usage time
and lifetime of the longest shortest path for a
pair of ground stations, highlighting that 70% of
them are abandoned for more than than half of
their lifetime.

Fig. 6: Characterizing the lifetime and benefits of abandoning longest shortest paths, showing
that for the majority of cases they are abandoned for no significant gain.

High churn is justifiable if it yields significant performance improvements (i.e.,
a valid path is always abandoned for a much better path). If this churn leads to
modest improvements in most cases, then high churn is perhaps unnecessary and
routing algorithms should be designed to balance churn and performance. To assess
the value of churn, we compute the maximum possible gain in performance that
can be achieved by abandoning a path. Specifically, given a pair of ground stations,
we evaluate the maximum achieved RTT and the minimum achieved RTT for the
duration of our simulations. The minimum RTT reflects the length of the shortest
path possible between two ground stations. The maximum RTT reflects the length
of the longest shortest path.

The longest shortest path is the longest path selected by a routing algorithm
to connect a pair of ground stations. Consider that as the topology changes, the
composition (i.e., hops) and length of the shortest path between any two ground
stations changes. The routing algorithm always selects the shortest possible path.
Amongst all these paths, we focus on the longest one, calling it as the longest shortest
path. The ratio between the minimum RTT and the length of the longest shortest
path reflects the highest performance gain that a routing algorithm can make when
abandoning a path (Figure 6a). The figure shows that the maximum performance
gain is less than 25% for 70% of the source-destination pairs. Note that this result is
fairly conservative since we focus on the best possible performance high churn can
produce. In many cases, abandoning a path would lead to smaller gains.

We contrast the result in Figure 6a with the ratio between the lifetime and
usage time of longest shortest paths. Figure 6b shows that 70% of longest shortest
paths are used for less than half of their lifetime (while 70% of them are only 25%
longer than the best possible RTT as shown in Figure 6a). This implies that even
if longest shortest path were to be abandoned for the maximum possible gain, that
gain in most cases will be modest. Achieving the lowest possible latency matters
for some applications (e.g., High-Frequency Trading [65]). However, it won’t impact
the performance of most applications, especially given that the latency of ISL-based
LEO satellite networks can be around 30% better than the latency of the terrestrial
Internet [38,39].
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Fig. 8: An illustration of the path utilization experiment between 2000 ground stations in
New York and 2000 ground stations in London. The illustration shows the available paths
between the two cities.
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Fig. 7: The RTT of paths between Jakarta
and Bogotá, showing eight path changes
in 200 seconds. Dotted lines represent the
RTT of different paths (in different col-
ors). The solid line represents the achieved
RTT.

To better contextualize the result, we con-
sider a concrete example. In particular, we
consider the Jakarta-Bogotá route. Figure 7
shows a time series of RTT values. The thick
grey line shows the actual RTTs that will
be observed using the shortest path routing
policy, whereas the dotted lines represent the
RTT of individual paths for the time they are
valid. While the first switch takes place at 17
seconds due to the end of the first path, the
second switch takes place 5 seconds later due
to a difference of 0.005 ms in the latencies of
the second and third paths, only to switch
back to the second path 8 seconds later due
to the end of the third path. Such frequent
switching leads to four changes in the first
42 seconds, with the maximum latency gain
of about 3.5 milliseconds (i.e., about 2.5% of the total RTT).

Takeaway: Path length variability causes a high churn in routes, yet the variability is
very small in most cases that it doesn’t warrant the high churn.

4.3 Route churn can be harmful

Impact of Path Variability. One can argue that any improvement in latency is
worth the trouble. We don’t disagree. However, we show that having such a high churn
rate for paths can be very harmful to performance. First, consider the impact of aggres-
sively minimizing path length on network utilization. Our observation is that greedy
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selection of shortest paths drives all nodes in the same locale to flock to the same set of
paths. To illustrate a problem, we create a hypothetical scenario where 2000 nodes in
New York are attempting to communicate with 2000 nodes in London. The nodes in
each city are uniformly distributed over a circle of 22 km radius as shown in Figure 8.
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Fig. 9: The RTT of paths between New
York and London. Dotted lines represent
the RTT of different paths (in different
colors). The width of the solid line repre-
sents the achieved the number of ground
station pairs taking a path. All pairs take
the same path.

We observe the paths taken by each of the
2000 connections and find that all connec-
tions flock to the same path, despite hav-
ing other valid paths with marginally worse
latency. Figure 9 shows the behavior. The
thickness of the solid lines represents the
number of connections with a certain RTT
value. It’s clear in this example that all con-
nections are using the same paths. The pur-
ple path is abandoned by all connections for
the yellow path for about half a millisecond
lower RTT. All the connections abandon the
yellow path for the black path for a half mil-
lisecond gain, only for all of them to reuse
the yellow path after 28 seconds. These gains
are considerably low compared to the RTT
of the path (around 1-2%). In addition, the
benefits of these gains may get diluted due
to the inability of the transport layer to keep
up with the changes.
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Fig. 10: The RTT of the route Pune and
Lahore

Next, we consider the impact of path
churn on the behavior of the transport layer.
We consider the link utilization, the 95th

percentile delay, and the power defined as
the ratio of utilization to the 95th percentile
delay exhibited by different congestion con-
trol protocols. We look at the route between
Pune, India and Lahore, Pakistan. A path
change in a LEO satellite network may end
up changing the observed RTT and bandwidth (e.g., switching to a path with a
different number of flows competing for its bandwidth). Thus, we evaluate the impact
of RTT variability and bandwidth variability, separately and combined. Figure 10
shows the delays for the 60 seconds time interval we use for this experiment. Instead
of assigning a different bandwidth value for every path, we select two bandwidth levels
that we alternate between with every path change to show the impact of changing
bandwidth on TCP algorithms. In particular, the bandwidth changes between 204
Mbps and 48 Mbps. We choose these values as they closely correspond to the range
of bandwidth specifications for Starlink [75]. The results are shown in Table 2.

As expected, there is a clear tradeoff between latency and utilization, with none
of the studied algorithms being able to reach a good balance between the two. For
example, BBR [23] achieves high bandwidth utilization, while introducing a significant
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BBR Cubic PCC-Allegro PCC-Vivace Vegas

Constant Utilization 95.4 61.8 93.5 86.8 10.1
Bandwidth Delay 18.3 16.7 16.3 16.2 13.6
Variable RTT Power 5.21 3.7 5.74 5.36 0.74

Variable Utilization 90.1 55.4 70.6 64.6 45
Bandwidth Delay 29.7 28.7 26.1 19.6 19.5
Constant RTT Power 3.03 1.93 2.7 3.3 2.3

Variable Utilization 95.9 68.6 71.3 73.8 37.8
Bandwidth Delay 26.4 25.1 16.5 16.0 16.3
Variable RTT Power 3.63 2.73 4.3 4.61 2.32

Table 2: The utilization (%), 95th percentile one-sided delay (in ms from sender to receiver),
and power (defined as the ratio of utilization to the 95th percentile delay) for three different
scenarios of path variability for five different congestion control algorithms. Green reflects
the best result in its row and red reflects the worst result in the row. No single algorithm
optimizes both delay and utilization.

delay. On the other hand, Vegas [21] consistently achieves the lowest utilization with
fairly low delays. PCC-Allegro [27] and PCC-Vivace [28] generally show utilization
in the range 60−85%, while incurring fairly lower delays. This variation is further
exacerbated when we look at the power values since both BBR and Vegas belong to the
lower percentile of the spectrum with PCC-Allegro and PCC-Vivace outperforming
on this metric. We recognize that earlier work in congestion control attempts to
effectively handle bandwidth variability in datacenter networks [36,55] and wireless
last miles [35]. However, these solutions are typically tailored for their target network,
motivating such tailoring for LEO satellite networks.

Takeaway: High churn in routes, caused by shortest path algorithms, can cause poor
path utilization and poor performance by congestion control algorithms.

5 Understanding RTT Variability

High churn rates for paths are caused by frequently abandoning paths to reduce
route latency. We have shown that for 70% of the studied ground station pairs the
gains are smaller than 25% (Figure 6a). Route churn can be significantly reduced
if the routing algorithm was made less aggressive (e.g., only abandoning a path if
significant RTT gains are made). However, high churn can still happen when RTT
variability is high (e.g., it is possible to improve the RTT by more than 25% if a path
is abandoned). In this section, we identify the causes of high RTT variability. Our
goal is to provide insights that can aid the design of better routing algorithms that
can reduce route churn in the presence of RTT variability.

5.1 RTT Variability Exhibits Spatial Structure

As shown in Figure 6a, the smallest achievable latency for the same route can
exhibit a high variability potentially introducing over 2.5× higher RTT. We sought
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Null Island

Darfur

Kyiv

Fig. 11: Heat maps showing the ratio between max RTT and min RTT in paths between Null
Island(0o latitude, 0o longitude), Darfur, and Kyiv and 2700 nodes uniformly distributed
around the globe. The redder the point, the higher the ratio, indicating higher variability.

to identify any patterns in this variability and observed the presence of a spatial
structure correlating to the location of the ground stations. We measured RTT
variability using the ratio between the maximum RTT and the minimum RTT
observed when a shortest-path routing algorithm is used. Our simulation considers
RTT values observed during a period of 100 minutes, using the first shell of the
StarLink network. We report RTT variability in paths between 2700 uniformly
distributed hypothetical destination ground stations and three source ground stations:
Null Island (0o latitude, 0o longitude), Kyiv (50.4501oN,30.5234oE), Ukraine, and
Darfur (14.3783oN,24.9042oE), Sudan, each capturing a different latitude. Figure 11
shows the results, where the darker colors represent higher variability. The darkest
represents cases where the max RTT is more than 2× the min RTT.

Figure 11 shows that there is a clear structure for ground station placements that
would yield high variability. For example, low latitude source ground stations (e.g.,
Null Island and Darfur) observe high variability when communicating with ground
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Fig. 12: The CDFs of different properties of ISLs

stations placed in a ring-like structure with diagonal ribbons extending from it. On
the other hand, the structure only includes the ribbons for high latitude stations
(e.g., Kyiv). This structure only impacts destinations that are within 1500-3000 km
from the source (geodesic distance). We found these results to hold regardless of the
longitude of the source station and similar structures repeat for source stations at
the same latitude.

We find that a particular route between two ground stations shows high vari-
ability when the makeup of the paths changes drastically as satellites move. To
better understand this behavior, we study the building blocks for paths and their
characteristics.

5.2 Building blocks for Paths : ISLs and GSLs

Every path from a terrestrial source to a terrestrial destination is comprised of two
Ground-Satellite links (GSLs) and zero or more Inter-Satellite links (ISLs). For the
+Grid topology we consider in this paper, there are two main categories of ISLs
that differ significantly in their properties: inter-orbit ISLs and intra-orbit ISLs. The
lifetime and length of a path are governed by the properties of its links. Thus, we take
a closer look at the properties of different types of links. In particular, we examine
the length and lifetime of those components.

Properties of ISLs. We record the lengths of all ISLs in a 100 minute time
interval for the first shell of Starlink. We observe that the lengths of ISLs are highly
predictable. Figure 12a shows the CDF of the median length of ISLs, broken down
based on their type.

The results show that there are two types of inter-orbit ISLs: one with a median
length of about 760 km and the other at 1384 km. The two types of inter-orbit ISLs
occur alternately such that each satellite has one inter-orbit ISL of both the types.
This is an outcome of the phased orbit structure we discussed in Section 2. On the
other hand, intra-orbit ISLs are uniform with all their lengths at about 1970 km,
which is about 150% more than the first cluster of the inter-orbit ISLs and 50% more
than the second. There is little variability in the lengths of ISLs. Figure 12b shows
the CDF of the ratio between the minimum length and maximum length of an ISL
during the 100 minute period for the two types of ISLs. All intra-orbit ISLs and
50% of inter-orbit ISLs exhibit minimal length change (0.2% and 6%, respectively).
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The length of the other 50% of inter-orbit ISLs can change by up to 21% due to the
varying distances between different orbital planes across latitudes [30,45]. The orbits
are closer to each other at higher latitudes compared to the lower ones, and hence
the inter-orbit ISL lengths vary accordingly.

Takeaway: The length of a single ISL is stable and there are three different types of
ISLs each having significantly different lengths.
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Fig. 13: The CDF of GSL lifetimes

Properties of GSLs. To study the
variability in GSLs, we recorded the
lengths of all GSLs from a ground station
placed in Tokyo as a representative ex-
ample for the same 100 minute interval.
GSLs exhibit considerably different char-
acteristics compared to the ISLs. They
exhibit great variability in their lengths
and lifetimes. Figure 13 shows the life-
time of different GSLs that a ground
station in Tokyo can form in the 100 minute period. The figure shows that the
lifetime of a GSL can be as low as 6 seconds, with a maximum of 4.5 minutes.

600 700 800 900 1000 1100 1200
GSL Length (km)

0.0

0.2

0.4

0.6

0.8

1.0

CD
F

Fig. 14: The CDF of GSL lengths.

Figure 14 shows the lengths of all the
GSL lengths in the 100 minute interval
for Tokyo. The CDF captures the change
in the length of individual GSLs as well
as the variability between different GSLs.
The lengths of GSLs are uniformly dis-
tributed between a minimum of 550 km
to a maximum of 1254 km, depending
on where the satellite lies with respect
to the ground station. A satellite right
above the ground station will have the
shortest distance whereas a satellite at the periphery of the region the ground station
can communicate with will have a larger distance, and as the satellites move inside
this region, their length fluctuates.

Takeaway: Due to the stability of the ISLs, the variability in the lifetime of GSLs has
a greater impact on the variability in the lifetime of paths.

Path formation Having looked at both the components individually, we now look
at how they play a part in determining the length of paths. Intra-orbit ISLs travel
along the orbital planes, whereas the inter-orbit ISLs travel between them. Thus, the
makeup of a path depends on the direction of travel between the two communicating
ground stations.
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Inter-orbit ISL Intra-orbit ISL GSL

Cairo

Kyiv

(a) A shortest path with three
inter-orbit ISLs

Cairo

Kyiv

(b) A shortest path with one
inter-orbit ISL and one intra-
orbit ISL

Fig. 15: An example showing that using an intra-orbit ISL when traversing across orbital
planes can increase the path length

Communicating across orbital planes. We consider travel directions that
crosses orbital planes. In such scenarios, the path can be made entirely of inter-orbit
ISLs. Recall that the length of intra-orbit ISLs can be 2.7× the length of inter-orbit
ISLs. Thus, if a topology change forces replacing a single inter-orbit ISL with an
intra-orbit ISL, the overall path length can change significantly. However, the impact
of that change is also a function of the total length of the path. For example, replacing
a single link in a path made of 20 links will result in a much lower change in total
path length compared to replacing a link in a path made of two links. To illustrate
this point, consider paths from Kyiv to Cairo. Figure 15 shows two paths between
the two cities. Each is the shortest available path during different time intervals.
Figure 15a shows a path made entirely of three inter-orbit links. Figure 15b shows a
path with a smaller hop count but with a single intra-orbit link, leading to a longer
path due to the larger length of intra-orbit ISLs.

Takeaway: The length of paths communicating over short distances across orbital
planes can be significantly increased by the addition of a single intra-orbit link.

Communicating along orbital planes. We consider an example where the
direction of travel is along an orbital place. In such scenarios, paths formed mostly
by intra-orbit links yield the shortest paths. Despite having the largest lengths of
all ISL types, intra-orbit ISLs help cover the distance along orbital planes along a
straight line, providing shorter paths. Figure 16 shows an example for communication
between Miami and Denver. Path 1 is the shortest path and it is formed exclusively
by intra-orbit ISLs. We contrast with Path 2, where we picked a first hop with an
orbital plane that is not parallel to the direction between the two cities. Despite being
made up mostly of short inter-orbit ISLs, Path 2 is much longer than Path 1. It’s
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Fig. 16: An example showing the value of Intra-orbit links and the downside of not using
them when applicable. Note that Path 2 is valid path but not a shortest path and is used
just for illustration (i.e., never picked by a routing algorithm).
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Fig. 17: The impact on the length of a path by using the worst first hop compared to the
best one. The line shows the average of the ratio and the shaded part shows the standard
deviation.

important to note that the GSL hops of Path 2 are both shorter and more long living
than those of Path 1.

Takeaway: The length of paths communicating over relatively long distances along
orbital paths can be significantly increased if inter-orbit communication is required.

Choosing GSLs. The choice of a GSL is not entirely a routing decision. Recall
that GSLs are wireless links with SNR determining the quality of the link. The SNR
depends on the length of the GSL and weather conditions among other things. Thus,
the choice of GSLs can be made independent of the routing decision. We explore the
impact of that choice on RTT variability. In particular, we assess the impact of the
choice of GSLs, considering the worst case by examining the first hops that yield the
longest paths. In particular, we compute the ratio between the length of the shortest
possible path through the worst case first hop and the length of the actual shortest
path. This metric measures the worst possible performance based on the choice of
the first hop. We measure that metric for four source ground stations on the 85o

longitude, uniformly spaced between a latitude of 5o and 55o. Each source ground
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station communicates with 2700 points distributed uniformly within the coverage
area of Starlink’s first shell. Figure 17 summarizes the results as a function of the
distance between communicating ground stations. The results show that a poorly
selected first hop may double the RTT. However, with the increase in the distance
between the source and the destination, this impact reduces.

Takeaway: The choice of the first hop is integral to determining and optimizing overall
path length.

5.3 Darfur as a Case Study: Building Blocks in Action

As stated earlier, a particular route between two ground stations shows high variability
when the makeup of the paths changes drastically.

This can include changing the first hop orbit to be closer or farther away from
the destination. It can also include changing the types of ISLs. We observe that these
two phenomenon may occur in tandem which can further increase the length of the
path by up to 2600 km, which could potentially double the length of the path. This
also implies that the spatial structure is highly localized since the impact of changes
in the makeup of a path decreases as the number of components of the path increases
(i.e., as the distance between the communicating ground stations increases). Similarly,
for points that are very close to each other, the path typically doesn’t include any
ISLs, limiting variability.
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Fig. 18: The RTT variations for the two paths
Darfur-Isangi and Darfur-Muynak with the
markers representing path changes

We illustrate this using two ex-
emplary routes originating in Dar-
fur. We choose two destinations:
Isangi(0oN,24oE), Democratic Repub-
lic of Congo that lies in the ring, and
Muynak(44oN,60oE), Uzbekistan that
lies outside the ring. We look at a 200
second time interval to observe the varia-
tion in lengths and the number of times
different paths are chosen (Figure 18).
The markers on each of the lines show
when a path change occurred.

The Darfur-Isangi route is a little awkwardly placed with respect to the topology
of Starlink’s first shell. The two ground stations are about 1600 km away which is low
enough for them to be served by a single satellite. However, as the route doesn’t lie
along any orbital plane, the distance isn’t low enough to always be served by a single
satellite. Therefore, inter-orbit ISLs will be required for this path in certain instances,
leading to high variations in RTT as we discussed earlier. We show three different
paths at time steps 80, 81, and 86 in Figure 19. At time step 86, a single satellite is
capable of communicating with both Darfur and Isangi and hence no other hops are
needed. However, that is not the case at time step 80 and 81. At time step 80, the
first hop uses an inter-orbit ISL to reach the next orbit and then an intra-orbit link
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Fig. 19: An example of extreme RTT variation showing three paths between Darfur and
Isangi, reflecting time steps 80,81, and 86 in Figure 18
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(a) Time step 42
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Fig. 20: An example of modest RTT variation showing two paths between Darfur and
Muynak, reflecting time steps 42 and 43 in Figure 18

to finally reach the destination. Whereas at time step 80, the first hop can reach the
destination with just one intra-orbit ISL making it shorter.

Since the Darfur-Muynak route is along the orbital planes for the first shell,
the intra-orbit ISLs are used predominantly. We highlight the switch happening at
timestep 43 in Figure 20. In this case, even swapping out an intra-orbit ISL for
an inter-orbit one doesn’t lead to much change since the links are always traveling
towards the destination.
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Fig. 21: The CDF of the maximum RTT vari-
ation observed by paths comparing the older
and newer Starlink configurations

Altitude Inclination Orbits Satellites

550 53o 72 1584
1110 53.2o 32 1600
1130 74o 8 400
1275 81o 5 375
1325 70o 6 450

Table 3: The shell parameters configura-
tion for Starlink V1

6 Does Deploying More Satellites Reduce Variability?

We culminate our study by discussing the impact of increasing number of satellites
on variability. LEO satellite network operators improve their presence and quality of
coverage by launching more orbital shells. We compare the RTT variability for the
first shell of Starlink with the entire Starlink constellation composed of five shells. We
use both the Starlink constellation configurations released to the FCC. For brevity, we
refer to the first shell as Starlink S1, and the older and newer proposals as Starlink V1
and Starlink V2 respectively. We simply analyze the impact of these configurations
without claiming to have any information about the reasons for the change.

Since each satellite currently has only 4 lasers to support 4 ISLs, we assume that
they are utilized to setup a +Grid leading to individual shells operating independently.
ISLs only connect satellites belonging to the same shell. Different shells operate
at different altitudes and their configurations include the number of orbits, the
inclination of orbits, and the number of satellites per orbit. In these simulations, we
use the global 100 most populous cities as the ground stations and look at all possible
4950 source-destination pairs. We record the RTT variations for both the Starlink
configurations.

We consider the performance of the proposed Starlink configurations in Figure 21.
We consider the older proposal as it has four different inclination values, while the
current plan has only three, creating a missed opportunity in making use of inclination
diversity. Further, it demonstrates the impact of varying altitudes significantly between
shells in addition to varying inclination angles. The earlier plan had the last four shells
at considerably higher altitudes compared to the current plan. Deploying satellites at
higher altitudes makes them visible from ground stations for longer periods of time,
reducing the pace of change in the topology. Thus, higher altitude shells reduce RTT
variability. This can also be observed in the results presented in Section 4, comparing
the first shell of Starlink and the first shell of Telesat.

Thus, we can infer that simply increasing the number of satellites doesn’t help
solve this problem. With approximately the same number of satellites, Starlink V1
can provide improved performance over Starlink V2 due to higher altitudes and a
greater diversity in the inclination angles.

In addition to comparing the two publicly available configurations by Starlink,
we also tried to individually profile the number of shells and the impact of diversity
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Fig. 22: The CDF of the maximum RTT variation observed by paths for different shell
configurations

in inclination angles. First, in Figure 22a, we study the impact on RTT variation by
simply increasing the number of shells with similar orbital characteristics - inclination
angle, number of orbits, and number of satellites as the first shell of Starlink. We
observe that adding an extra shell improves the RTT variability a little, but after
that, there is no tangible difference after adding two or six more shells leading us to
conclude that simply replicating the shells will provide minimal to no gains.

Second, we also considered the impact of changing the inclination angles between
shells. We repeat the earlier simulation while tweaking the inclination angles. We use
53o, 27o, 72o, 13o, 40o, 62o, 82o, 53o as the inclination angles in order3. We observe in
Figure 22b that increasing the number of shells while varying the inclination angles
can reduce RTT variability by 3× in the median. To understand the role of varying
orbit inclination, consider the Darfur-Isangi (Figure 19). Such source-destination pairs
cause high RTT variability because the direction from the source to the destination
does not lie on any orbital plane. Therefore, adding shells with different inclination
angles reduces such occurrences, reducing RTT variability. Thus, our conclusion
is that changing the inclination angle between shells yields significant benefits in
reducing RTT variability.

7 Discussion

Topology variants. As discussed earlier, our simulations use a specific variant of
the +Grid topology due to its good coverage properties, making it the most likely
topology to be used in practice. However, there are several other inter-satellite network
topologies with desirable properties. For example, extending inter-orbit ISLs beyond
adjacent orbits was shown to reduce latency and improve network throughput [20].
This approach requires more ISL reconfigurations as satellites move. In our study,
the properties of ISLs were relatively stable. Thus, we posit that any such added
variability in ISLs can increase path churn by adding another source of variability.
Future work should explore the tradeoffs offered by such topologies, taking into
account variability, latency, and throughput.

Even for the +Grid topology, we focused on a single variant. The configuration of
other variants will depend on the phase shift in orbits and how inter-orbit links are

3 Not all inclinations we used might be possible due to interference or orbital constraints.
Our goal is simply to highlight the impact of that parameter.
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formed. For example, a variant can create more uniform inter-orbit ISLs by connecting
satellites to their nearest neighbors in adjacent orbits, harming latency but reducing
path variability. We leave it for future work to explore the impact of such variants on
route variability.

Routing Algorithm Variants. Path length is an important factor in all existing
routing algorithms for LEO satellite networks. This motivated our study of path
length variability and its impact on decisions made on shortest-path-routing. However,
our study didn’t look into the impact of path length variability on routing algorithms
that use more complicated metrics. We leave such studies to future work which we
hope will come as a part of new routing metric proposals that mitigate the downsides
of the variability identified in this study.

Ground relays. Our study does not take into account satellite networks that
rely on ground relays. This is driven by the fact that currently deployed Starlink
satellites use ground stations only to connect to the Internet directly and not to
connect to each other. A network with ground relays, where ground stations and user
terminals act as ground relays as described in [39], will likely exhibit a higher degree
of variability than the network we studied owing to the increased number of GSLs
which are a big contributor to route churn.

8 Related Work

Optimizing delay. The domain of LEO satellite networks has seen an increased
amount of interest from the networking community over the past few years. The
community has been especially excited about the potential of these networks to
outperform terrestrial networks. This has led to topology design proposals that
aim for inter-satellite network topology providing low latency [20,38]. While these
focused on ISL-based networks, others explored achieving low latency in the absence
of ISLs using ground relays [39]. The goal for all of these studies is to optimize
the network for low latency to outperform terrestrial fiber networks. We offer a
different perspective, showing that optimizing exclusively for delay can be harmful
to network utilization and path-adaptive algorithms. We also show that a slight
sacrifice in delay can improve route stability. We hope that our insights will help
design algorithms that can better navigate these tradeoffs. In addition, there have
been multiple efforts [18,33,49] analyzing the challenges with integrating the LEO
satellite network with the current internet backbone. They look at how satellites
can be used to assist with inter-domain routing. While our work focuses only on
intra-domain routing for the satellite network, it will help the design of such systems
by providing better routing through the satellites.

Routing. A lot of work has been done in the past looking at different goals
for routing such as reducing propagation delay [30, 38, 39, 46, 60], improved load
balancing [76], and energy efficiency [14,45] (§2). However, most of these proposals
were made for an older generation of satellites and applications. The current gen-
eration consists of a considerably larger number of satellites and also incorporates
many advancements in the satellite communications domain [12]. We hope our work
motivates a resurgence in research on routing algorithms in satellite networks.
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Variability. Earlier work tackles the impact of variability on addressing and
configuration of routing tables [54]. It proposes a rethinking of the logical network
topology to better accommodate the rapid changes in the physical infrastructure.
While it can reduce the variability in the logical network, it doesn’t consider the
causes or remedies of variability in the physical network. Our work focuses on the
physical network.

9 Conclusion

In this paper, we study the variability in paths rampant in LEO satellite networks. We
concretely present the amount of route churn and RTT variability, also highlighting
the impact of such variability on path utilization and congestion control. We delve
deeper into the reasons why this variability exists by presenting the building blocks of
paths and infer that this variability exhibits a spatial structure. Our hope is that this
work will provide the key insights for the design of specialized routing and perhaps,
congestion control algorithms for LEO satellite networks, taking into account that
when delay is an option significant gains can be made in overall network performance.
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