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What about bottlenecks shared 
between WAN and datacenter traffic?
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WAN demand significantly impacts the 
latency and drop rate of datacenter traffic
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WAN traffic reaction is too slow 
to handle the fast dynamics of 

datacenter traffic
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WAN/Internet

WAN RTT is  
10 milliseconds Datacenter RTT is  

10 microseconds

WAN will take a thousand datacenter RTTs to detect the 
problem, leaving datacenter to solely react to congestion
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WAN traffic should react to congestion  
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• Bandwidth available to WAN flows changes at datacenter 
RTT timscale
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WAN BDP is 
O(megabytes) per flow

BBR or DCTCP

WAN traffic suffers from excessive loss due to lack of 
buffering and rapid changes in available bandwidth 
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How should we handle bottlenecks shared 
between WAN and datacenter traffic?

How should we handle the rest of the 
bottlenecks?
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What about bottlenecks that 
can’t generate a direct signal?
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End-to-End 
Congestion Control

Rate Limiter

NIC

Congestion signal: 
Delay, Loss, or ECN

Packets annotated 
with pacing rate

Near-Source 
Congestion Control

Explicit notifications 
from near-source  

congested switches
Packets annotated 

with a second pacing rate

A rate limiter applies the 
minimum of the two rates
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WAN/

• Switches generates direct congestion 
notification message

• Message indicates the problematic 
flow and the extent of the congestion

• Sender modulates transmission rate 
based on congestion level
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• QCN messages are L2 messages that rely on L2 routing 
 

• QCN control logic relies on accurate timers and 
counters implemented in hardware 
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QCN messages are routed in L3-routed an data center network 
by enabling “L2 Learning” feature available in modern switches

A QCN-based congestion control logic is implemented in  
a software NIC or in the hypervisor
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Evaluation Setup
• Annulus is evaluated on three racks:  

Two racks in the same LAN and one connected to 
them through WAN


• WAN latency is 8ms and LAN latency is tens of 
microseconds


• Synthetic load is generated using an RPC load 
generator with cross-rack all to all communication


• Datacenter to WAN traffic ratio is 5:1


• DCTCP and BBR are used for end-to-end 
congestion control for datacenter and WAN traffic
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Annulus reduces tail RPC latency by 40% at 50% load 
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Annulus results in less bursty WAN behavior when 
contending with LAN  
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high bandwidth WAN traffic competes with datacenter traffic

• Annulus makes the case for developing better direct signals 
that reduce the reaction time and improve the performance 
of WAN traffic when handling congestion inside the 
datacenter network

• Multi-control loop algorithms can help address scenarios 
where the path has significantly different types of bottlenecks
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